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In the present work, we spatially extended a brand new kinetic mechanism of the NO+ NH3 reaction on
Pt{100} to simulate the experimentally observed spatiotemporal traveling waves. The kinetic mechanism
developed by Irurzun, Mola, and Imbihl (IMI model) improves the former model developed by Lombardo,
Fink, and Imbihl (LFI model) by replacing several elementary steps to take into account experimental evidence
published since the LFI model appeared. The IMI model achieves a better agreement with the experimentally
observed dependence of the oscillation period on temperature. In the present work, the IMI model is extended
by considering Fickean diffusion and coupling via the gas phase.TraVeling waVes propagating across the
surface are obtained at realisticValues of temperature and partial pressure.A transition from amplitude to
phase waves is observed, induced either by temperature or by the gas global coupling strength.The traVeling
waVes simulated in the present work are not associated with fixed defects, in agreement with experimental
eVidence of spiral centers capable of moVing on the surface.Also, the IMI model adequately predicts the
presence of macroscopic oscillations in the partial pressures of the reactants coexisting with front wave patterns
on the surface.

1. Introduction

The dynamic behavior of the catalytic reduction of NO shows
phenomena such as multiple steady states and temporal oscil-
lations in the rate of the reaction or in the partial pressures of
the reactants.1-3 Under ultrahigh vacuum conditions, the
temporal oscillations exhibited by the NO+ NH3 reaction on
single-crystal metal surfaces are associated with the existence
of a reversible phase transition in the crystalline structure of
the metal surface induced by the adsorption of NO upon a
critical value.3-7

Kinetic oscillations in the NO+ NH3 reaction on Pt{100}
have been studied extensively, and the experimental conditions
under which these oscillations arise have been reported. In
addition, the experimental temperature and partial pressure
dependence of the oscillatory period has been determined, and
based on this information, kinetic models have been developed
in the mean-field approximation.

The model developed by Lombardo, Fink, and Imbihl (LFI
model) represents a realistic kinetic model of this reaction,
capable of reproducing temporal oscillations, though the agree-
ment with the experiment is rather poor. Further improvements
were introduced by King and co-workers mainly considering
the experimentally observed coverage-dependent sticking prob-
abilities and desorption activation energy.9-12

Recently, the LFI model has been additionally improved by
Irurzun, Mola, and Imbihl (IMI model).13 The IMI model takes
into consideration recent experimental and theoretical evidence
showing that the dominant reaction pathway leading to NH3

decomposition is via direct abstraction of an H atom from
adsorbed ammonia via adsorbed oxygen or OH.14 The model

also considers the influence of dynamic defects on the kinetic
behavior of the reaction, that is, defects created during the 1×
1 f hex phase transition. The important role of such defects
has been shown by Imbihl and co-workers in periodic forcing
experiments in the CO+ NO reaction on Pt{100}.15 From these
studies, the activation energy for the annealing process could
be determined.13

The IMI model achieved a significant improvement in the
kinetic behavior, as compared with experimental information,
mainly in the dependence of the oscillatory period on temper-
ature

Simultaneously, the LFI model has been adiabatically re-
duced,16 spatially extended with Fickean diffusion, and numeri-
cally studied in 1D and 2D.17,18 Though simulation showed a
variety of patterns, the overall agreement with the experiment
is poor.In particular, the dependence on the temperature is in
reVerse order compared to the experimental information.17 To
justify this disagreement, it has been argued that the gas global
coupling may account for the observed discrepancies. More
recently, the site-blocking effects of coadsorbates on diffusing
species have been included in the LFI model. Also, macroscopic
surface defects fixed on the catalyst have been taken into
account.19 The existence of traVeling waVes was initially
ascribed to these two modifications, although experimental
eVidence had been presented preViously supporting the existence
of waVe sources capable of moVing on the surface.20

In the present work, we spatially extend the IMI model and
show that it predicts the existence of traveling waves at realistic
values of temperatures and partial pressures. We argue that this
success is due to the improvement of the kinetic behavior of
the model. The waves are not associated with fixed defects, in
agreement with the experimental evidence.20 Global coupling
via the gas phase is also introduced, and we show that traveling
patterns can coexist with macroscopic partial pressure fluctua-
tions as observed in experiments.
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2. Model

The IMI model for the NO+ NH3 reaction on Pt{100} is an
improved mechanism of the former LFI model where several
elementary steps have been modified to take into account
experimentalevidencepublishedsincetheLFImodelappeared.9-13

It consists of a set of eight ordinary differential equations
(ODEs) describing the time evolution of chemical species on
the metal surface in the mean-field approximation, as well as
the fraction of the surface in 1× 1 phase, and the fraction of
surface defects created during the phase transition and destroyed
by annealing.

The coverages of the adsorbed species are normalized by the
total number of sites; that is, the local coverages in hex and

1 × 1 phases can be obtained by dividing the normalized
coverages byθhex andθ1×1, respectively, and the relationθhex

+ θ1×1 ) 1 is valid. This formulation neglects that the two
surface phases differ by about 16% in the density of surface
atoms. Simple Langmuirian kinetics was assumed for adsorption
by setting the adsorption rate proportional to the number of
vacant sites. The prefactorsFx px (x ) NO,NH3) are the
adsorption fluxes that are the product of the impingement rates
of the gas particles times the initial sticking coefficientssx

0, and
s0 ) 1 was set for all gases.

The inhibitory effect of adsorbates on NO dissociation and
the stabilizing effect on the adsorbates for the 1× 1 phase in
eqs 4 and 5 are considered as in the LFI model and are given
by3,16,17

whereθdef
1×1 ) θ1×1θdef and the parameter values are given in

Table 1. A single adsorption site was assumed for all adsorbates
so thatθNO

1×1 + θNH3

1×1 + θO
1×1 + θN

1×1 + θH
1×1 e θ1×1.

The conversion of hex to 1× 1 takes place through NO
adsorption onto the hex phase via an NO island growth
mechanism, NO molecules that adsorb on the hex phase migrate
to 1× 1 patches and cause these islands to grow at the expense
of the surrounding hex area. Growth of 1× 1 islands occurs at
constant local NO coverageθgrow

1×1 and once it exceeds this
critical value. All of these experimental observations were
included in the model through a value ofθgrow

1×1 ) 0.36,
obtained by fitting simulations with the experimental measure-
ments of ref 8.

The recently proposed nonlinear dependence of the 1× 1 T
hex phase transition on the NO coverage in the hex phase10-12

was not included in this model because its inclusion implies
additional mathematical difficulties that will be the subject of
further work.

The phase transition 1× 1 f hex is initiated when the
coverages of NO and O on the 1× 1 areas fall below critical
values. A stabilizing effect ofHad on the 1× 1 phase exists,
but it was neglected here becauseθH

1×1 is always low in the
simulations.

It was assumed that there is a fraction of defect sites,θdef,
homogeneously distributed on the surface. Therefore, the total
amount of defects in the 1× 1 or hex phase is obtained by
multiplying θdef by θ1×1 or θhex, respectively. Defects can either
exist on the surface as scratches not directly linked to the
reaction or be created during the phase transition due to the
rearrangements of the platinum atoms. The last possibility
implies that the concentration of defects depends on time, and
we have to consider it as an additional variable in the model.
Equation 7 describes the evolution of the so-called dynamic
defects. In addition, we considered a small fraction of static
defects, which remains constant during the reaction. The first
term in eq 7 represents the creation of defects due to the phase
transition, and the second term stands for defect elimination by
annealing.

d
dt

θNO
1×1 ) FNOpNO(θ1×1 - θNO

1×1 - 4θNH3

1×1) - k1θNO
1×1 -

k2

θNO
1×1 θempty

1×1

θ1×1
+ k3

θNO
hex(θ1×1 - θNO

1×1 - 4θNH3

1×1)

θ1×1θhex
-

k12

θNO
1×1(θhex - θNO

hex)

θ1×1θhex
(1)

d
dt

θNO
hex ) FNOpNO(θhex - θNO

hex) - k4θNO
hex+

k3

θNO
hex(θ1×1 - θNO

1×1 - 4θNH3

1×1)

θ1×1θhex
+ k12

θNO
1×1(θhex - θNO

hex)

θ1×1θhex
(2)

d
dt

θNH3

1×1 ) FNH3
pNH3

(θ1×1 - 3θNH3

1×1 - 1.6θNO
1×1) - k5θNH3

1×1 -

k6

θNH3

1×1 θO
1×1

θ1×1
+ k7

θN
1×1 θH

1×1

θ1×1
(3)

d
dt

θO
1×1 ) k2

θNO
1×1 θempty

1×1

θ1×1
- k8

θO
1×1 θH

1×1

θ1×1
- k6

θNH3

1×1 θO
1×1

θ1×1
(4)

d
dt
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1×1
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+ k6
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1×1 θO
1×1

θ1×1
- k7

θN
1×1 θH

1×1

θ1×1
-

k9

(θN
1×1)2

θ1×1
(5)

d
dt

θH
1×1 ) k6

θNH3

1×1 θO
1×1

θ1×1
- 3k7
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1×1 θH

1×1

θ1×1
- 2k8

θO
1×1 θH

1×1

θ1×1
-

k10

(θH
1×1)2
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d
dt

θ1×1 )

{( d
dt

θNO
1×1)

θgrow
1×1

f if [( d
dt

θNO
1×1 > 0) and (θNO

1×1 g θgrow
1×1 θ1×1)

and (θ1×1 < (1 - θdef
1×1)) and (c > 1)]

-k11(θ1×1 - θdef
hex)(1 - c) f

if [( θ1×1 g θdef
hex) and (c e 1)]

0 f otherwise

} (6)

d
dt

θdef ) k13|
dθ1×1

dt
| - k14θdef (7)

θempty
1×1 ) max[(θ1×1 -

θNO
1×1

θNO
inh

-
θO

1×1

θO
inh ), 0] +

max[(θdef
1×1 - θO

1×1), 0] (8)

c )
(θNO

1×1

θNO
crit

+
θO

1×1

θO
crit )

θ1×1
(9)
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We assumed that a certain fraction of defects in the 1× 1
phase cannot be transformed to the hex one because the 1× 1
f hex phase transformation terminates whenθ1×1 ) θdef

hex.
Also, the creation of 1× 1 phase proceeds whileθ1×1 is less
than the maximum fraction of surface that can be transformed
to the 1× 1 phase, that is, 1- θdef

1×1.
The temperature dependence of the rate constantsk1,. . . ,k14

is expressed via the Arrhenius lawki ) νi e-Ei/RT, and the values
are reported in Table 2. The coverage dependence of NO and
NH3 desorption energies is taken into account by

whereR andφ are given in Table 1.
The kinetic behavior of the IMI model has been studied in

ref 13 and compared with experimental data.
The IMI model mainly improves the dependence of the

oscillatory period on temperature, compared with the former
LFI model, and in the present work we show that this fact also
modifies the spatiotemporal behavior predicted for the NO+
NH3 reaction.

The LFI model has been spatially extended, and the formation
of different kinds of patterns has been shown in 1D and 2D.17,18

To obtain front waves as stable patterns, site-blocking effects
on the diffusion of the adsorbates and fixed macroscopic surface
defects had to be imposed.19 These attempts, however, had poor
success in describing the existence of propagating patterns as
stable responses of the system.

In the present work, we show that the IMI model is able to
reproduce front waves with Fickean diffusion coefficients. To
spatially extend the model, constant diffusion coefficients are
introduced, resulting in a reaction-diffusion system of the form

where q is the spatial variable andM(T) is a temperature-
dependent diagonal diffusion matrix.f(x(t, q); p, T) refers to
the kinetic terms of the IMI model. The diffusion constants (Di)
were calculated as in refs 17 and 18 by using the Arrhenius
expressionDi ) νi exp(-Ei/RT), whereνi ) 0.001 cm2s-1 and
Ei are the activation energies summarized in Table 3,R is the
gas constant, andT is the absolute temperature. Note that the
activation energies are those used in refs 17 and 18.

TABLE 1: Temperature-Independent Parameters

description parameter value

NO-adsorption flux 1× 1, hex FNO 2.21
NH3-adsorption flux 1× 1 FNH3 2.84
H2-adsorption flux 1× 1 FH2 8.28
parameter for NO desorption activation energy R 24 (kcal× mol-1)
parameter for NH3 desorption activation energy φ 30 (kcal× mol-1)
inhibition coverage of NO for NO dissociation θNO

inh 0.61 (ML)
inhibition coverage of O for NO dissociation θO

inh 0.399 (ML)
critical coverage of NO for the 1× 1 f hex phase transf. θNO

crit 0.3 (ML)
critical coverage of O for the 1× 1 f hex phase transf. θO

crit 0.4 (ML)
coverage for island growth in the hexf 1 × 1 phase transf. θgrow

1×1 0.36 (ML)

TABLE 2: Rate Constants for the NO + NH 3 Reaction on Pt{100}

reaction step parameter
νi

(s-1)
Ei

(kcal× mol-1)

value at
T ) 425 K

(s-1)

NO-desorption 1× 1 k1 1.7× 1014 37.0a 1.6× 10-5

NO-dissociation 1× 1 k2 2.0× 1015 28.5 4.4
NO-trapping on 1× 1 k3 2.2× 104 8.0 1.7
NO-desorption hex k4 4.0× 1012 26.0 0.17
NH3-desorption 1× 1 k5 1.0× 109 18.0a 0.55
NH3-decomposition 1× 1 k6 1.0× 1015 17.9 60.16
NH3-formation 1× 1 k7 1.0× 1010 16.0 59.1
H2O-formation 1× 1 k8 1.0× 1013 13.0 2.1× 106

N2-desorption 1× 1 k9 1.3× 1012 19.0 2.2× 102

H2-desorption 1× 1 k10 8.0× 1012 23.0 11.9
transition 1× 1 f hex k11 2.5× 1011 25.8 1.28× 10-2

NO-untrapping k12 9.3× 105 19.0b 1.52× 10-4

creation of defects k13 0.06 0.0 6.0× 10-2

annealing of defects k14 1.5× 1014 33.0 1.5× 10-3

a For zero local coverage, see eq 10.b E12 ) E1 + E3 - E 4, see ref 13.

TABLE 3: Diffusion Energies and Constants

process
E

(kJ mol-1)
value at 420 K

(cm2 s-1)

NO-diffusion (1× 1) 28 3.3× 10-7

NO-diffusion (hex) 22 1.8× 10-6

NH3-diffusion 15 1.4× 10-5

O-diffusion NAa always set to 0
N-diffusion NA always set to 0
H-diffusion 18 5.7× 10-6

a Not applicable.

E1 ) E1
0 - R(θNO

1×1

θ1×1
)2

, E5 ) E5
0 - φ(θNH3

1×1

θ1×1
)2

(10)

Figure 1. Space-time diagrams at (a)T ) 420 K and (b)T ) 430 K.
Left: the gray scale is proportional toθ1×1. Right: the gray scale is
proportional toθNH3

1×1. Periodic boundary conditions are used.

∂x(t, q)
∂t

) f(x(t, q); p, T) + M(T)∇ 2 x(t, q) (11)
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Figure 2. Concentration profiles ofθ1×1 (dot-dash line),θNO
hex (continuous line),θNO

1×1 (dash line), andθNH3

1×1 (dot line) across the surface as a
function of time and atT ) 420 K. The time increases from a to j.
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Figure 3. Concentration profiles ofθ1×1 (dot-dash line),θNO
hex (continuous line),θNO

1×1 (dash line), andθNH3

1×1 (dot line) across the surface as a
function of time and atT ) 430 K. The time increases from a to j.
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The system of eq 11 was numerically integrated in 1D in the
present work by using a simple Euler scheme with∆x ) 0.01
cm with periodic boundary conditions. The integration time step
(∆t) was chosen in each case to ensure mathematical stability.
Results were checked to be independent of the integration step
for sufficiently small values of∆t.

With appropriate initial conditions, we found traveling waves
in a wide range of temperature. As temperature increases, phase
waves appear following a scenario similar to that observed in
the extended model developed by Krischer, Eiswirth, and Ertl
(KEE), for the CO oxidation on Pt{110}.21-23 Gas global
coupling has been introduced with realistic values of pumping
flow (120 L/s < J < 200 L/s), and macroscopic oscillations
have been observed coexisting with traveling waves in agree-
ment with the experiments.8 Results and conclusions are
summarized in the next section.

3. Results

Simulations were started with an initial condition consisting
of a linear gradient in the nondiffusive variableθ1×1.

After a transient of several oscillation periods, the system
reaches an asymptotic behavior with sustained traveling waves
propagating across the surface.

Figure 1 shows the fronts obtained atT ) 420 K (a) andT
) 430 K (b). Bothθ1×1 and θNH3

1×1 profiles are shown in each
case. The reaction fronts are asymptotic stable responses of the
system andare not associated with fixed defects.

For a better understanding of the spatiotemporal behavior
shown in Figure 1, in Figures 2 and 3 we plotted (atT )
420 K andT ) 430 K, respectively) the concentration profiles
of θ1×1, θNO

hex, θNO
1×1, andθNH3

1×1 at 10 different time values (from
a-j). The coordinate origin was arbitrarily shifted to the spatial
point near the minimum wave velocity (see below).

As the front propagates to the right, it becomes narrower and
its velocity diminishes until a new wave is generated. The effect
increases with temperature and atT ) 430 K the traveling wave
almost stops and oscillations on the left disappear until a new
fluctuation on the right of the wave generates a new propagating
pattern.

The propagating patterns obtained at different temperatures
have distinctive characteristics that can be visualized by
performing a transformation to amplitude and phase variables.
The procedure was first introduced by Mikhailov and co-workers
to provide a formal approach to the analysis of pattern formation
observed in real experimental situations or in realistic mod-
els.24,25The latter is the case of the present work; the oscillations
in the IMI model are strongly unharmonic, as shown in
Figure 4a, and the variable transformation is then referred to
the limit cycle displayed by the kinetic model.

The propagating pattern characteristics, at different temper-
atures, are illustrated in Figures 4b and c in the projection of
the limit cycle on the (θNO

hex, θNO
1×1) plane. In these figures, the

continuous lines correspond to the limit cycle of the kinetic
model and the symbols display the spatial evolution of the
variables at the times illustrated in Figures 2 and 3. We
characterize the limit cycle with a radiusF(t) and define the
amplitudeR(t) as the relative distance of a given point of the
traveling wave to the limit cycle. The phaseφ is defined with
respect to an arbitrarily chosen point of reference. The phaseφ

increases as the variables evolve in time and changes by 2π
after each period.

Figure 4b shows that, atT ) 420 K, traveling waves adopt
all of the possible values ofφ across the surface at every time;
that is,φ changes continuously from 0 to 2π in x ∈ [0, L] ∀ t.

Also, R changes across the surface, taking a maximum value
far away from the limit cycle and then returning to it.TraVeling
patterns at T) 420 K correspond to amplitude modulations
propagating across the surface.

Figure 4. (a) Temporal evolution ofθNO
1×1 in the kinetic IMI model at

T ) 420 K. (b and c) Wave patterns in the phase-space representation
at T ) 420 K (b) andT ) 430 K (c). The continuous line represents
the limit cycle of the kinetic model. Symbols display the spatial
evolution of the variables at the times illustrated in Figures 2 and 3
(form a to j): filled circle, filled square, filled up-triangle, filled down-
triangle, filled diamond, open circle, open square, open up-triangle,
open down-triangle, open diamond. AtT ) 430 K the angle indicates
the minimum interval ofφ, displayed by the phase wave.

3318 J. Phys. Chem. A, Vol. 111, No. 17, 2007 Irurzun et al.



The situation dramatically changes asT increases, and at
T ) 430 K the waves evolve on the limit cycle displayed by
the kinetic model; that is, the patterns are phase waves. Referring
to the frames displayed in Figure 3, we note that at the time
corresponding to frame aφ ∈ [0, 2π]. However, as time
increases and the wave profile becomes narrow theφ interval
also diminishes. As the wave collapses (frame h), theφ interval
is minimum as indicated in Figure 4c.

The scenario described above has been observed previously
in other reaction-difussion models with global coupling via the
gas phase or delayed feedback,21-23 but it has never been
reported before in the NH3 + NO/Pt{100} system. In the present
model, the high mobility of adsorbedH is responsible for the
appearance of such patterns even in the absence of coupling
through the gas phase.

The behavior of the system seems to be dependent on the
initial conditions, with different kinds of patterns coexisting at
the same temperature. A complete phase diagram will be the
subject of further work.

Gas global coupling (GGC) should shift the transition from
amplitude waves to phase waves to lower temperatures.

GGC was introduced in the present work by considering
the temporal variation of the partial pressures of the reac-
tants andproducts.25,26 In the IMI model, the GGC leads

to the introduction of five additional equations that are written
as

wherepi
0 are the initial partial pressure of theith species and

pN2

0 ) pH2

0 ) pH2O
0 ) 0, K ) J/V is the pumping rate withJ as

the pumping flux andV as the volume of the chamber. The

Figure 5. Wave patterns in the extended IMI model with GGC atT ) 420 K in the phase-space representation. The continuous line represents the
limit cycle of the diffusive model. (a)τ ) 0.3 s, (b)τ ) 0.5 s, the angle indicates the minimum interval ofφ, displayed by the phase wave. Lower
panels display the corresponding temporal evolution ofpNO.

d pNO

dt
) K(pNO

0 - pNO) -R ∫As
{FNO pNO(θ1×1 - θNO

1×1 -

4θNH3

1×1) - k1θNO
1×1 + FNO pNO(θhex - θNO

hex) - k4θNO
hex} (12)

d pNH3

dt
) K(pNH3

0 - pNH3
) -R∫As

{FNH3
pNH3

(θ1×1 - 3θNH3

1×1 -

1.6θNO
1×1) - k5θNH3

1×1} (13)

d pN2

dt
) K(pN2

0 - pN2
) + R∫As{k9

(θN
1×1)2

θ1×1
} (14)

d pH2

dt
) K(pH2

0 - pH2
) + R∫As{k10

(θH
1×1)2

θ1×1
} (15)

d pH2O

dt
) K(pH2O

0 - pH2O
) + R∫As{k8

θO
1×1 θH

1×1

θ1×1
} (16)
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pumping rate can be written asK ) 1/τ, whereτ is a relaxation
time. Realistic values ofJ ≈ 160 L/s andV ≈ 60 L yield to
τ ≈ 0.37 s. In practice, we usedτ as an adjustable parameter to
vary the GGC strength, which is equivalent to experimentally
modifying the pumping flux intensity 120 L/se J e 200 L/s.

The H2 adsorption has not been included becausepH2 remains
low during simulations. In eqs 12-16, R is the GGC constant
and is written as

whereAc is the crystal area that contributes as a whole to the
gas global coupling, whereasAs is the simulated area, which is
normally much less of the real crystal area and, in the present
case, corresponds to a strip of about 100µm2, andR0 is

whereN0 ) 2 × 1015 is the number of adsorption sites per
square centimeter,T is the absolute temperature, andV is the
volume of the chamber.

Figure 5 shows the patterns obtained atT ) 420 K in the
phase-space representation and at two different values ofτ.
Propagating waves always evolve on the limit cycle displayed
by the diffusive system (Figure 4b), which is then used to define
the amplitude variableR(t). In this case,R(t) is constant and
equal to one. GGC has the effect of concentrating the phase of
the pattern. Atτ ) 0.3 s, waves propagate on the surface
adopting all of the possible values ofφ across the surface at
every time; that is,φ changes continuously from 0 to 2π in x ∈
[0, L] ∀ t. Because these patterns are still analogous to those
shown in Figure 4b, we shall call them amplitude waves (though
R(t) is constant). Atτ ) 0.5 s, the wave phase gradually
concentrates, and, at a given time, theφ interval reaches a
minimum value on the surface as indicated in Figure 5b. These
patterns are phase waves. Therefore, the transition from
amplitude to phase waves occurs at a given temperature by
increasing the gas global coupling (i.e., increasingτ).

Propagating waves coexist with macroscopic oscillations in
the partial pressures of the reactants, which are more pronounced
as the strength of the GGC increases. This fact is in agreement
with the experimental information,6-8 where after a state
dominated by targets and without oscillations in the partial
pressures, an increase in temperature (and therefore in GGC)
makes macroscopic oscillations emerge with still observable
traveling fronts on the surface. At higher temperatures, GGC
induces island formation and homogeneous oscillations of the
surface as a whole, but this regime will be discussed in further
work.

4. Conclusions

In the present work, we simulated the existence of traveling
waves in the NO+ NH3 reaction on Pt{100} by spatially
extending the IMI model with Fickean diffusion and global gas-

phase coupling. A transition from amplitude to phase waves
was found to be induced either by temperature or by gas global
coupling. Although in other reaction-diffusion systems such as
CO + O2 on Pt{110} this transition was observed to be only
induced by GGC or delayed feedback, the IMI model predicts
it in a surface reaction coupled only by diffusion. We argue
that the difference is due to the existence of highly mobile
species such as adsorbed hydrogen.

The traveling waves simulated in the present work are stable
asymptotic responses of the system (though seem to be
dependent on the initial condition) andare not associated with
fixed defects. This fact is in agreement with previous experi-
mental studies on such reaction reporting evidence of the
existence of spiral centers capable of moving on the surface.20

Also, the IMI model adequately predicts the coexistence of
macroscopic oscillations in the partial pressures of the reactants
and front wave patterns on the surface.
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